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Multiscale Deep Alternative Neural Network for
Large-Scale Video Classification
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Abstract—With the rapid increase in the amount of multimedia
data, video classification has become a demanding and challenging
research topic. Compared with image classification, video
classification requires mapping a video that contains hundreds
of frames to semantic tags, which poses many challenges to the
direct use of advanced models originally designed for image-
oriented tasks. On the other hand, continuous frames in a video
also give us more visual clues that we can leverage to achieve better
classification. One of the most important clues is the context in the
spatiotemporal domain. In this paper, we introduce the multiscale
deep alternative neural network (DANN), a novel architecture
combining the strengths of both convolutional neural network
and recurrent neural networks to achieve a deep network that
can collect rich context hierarchies for video classification. In
particular, the DANN is stacked with alternative layers, each of
which consists of a volumetric convolutional layer followed by
a recurrent layer. The former acts as a local feature learner,
whereas the latter is used to collect contexts. Compared with
popular deep feed-forward neural networks, the DANN learns
local features and their contexts from the very beginning. This
setting enables preserving context evolutions, which we show to
be essential for improving the accuracy of video classification. To
release the full potential of the DANN, we develop a deeper version
with stochastic-layer skip-connections and construct a multiscale
DANN to incorporate contexts at different scales. We show how to
apply the multiscale DANN for video classification with carefully
designed configurations in terms of both input–output settings and
training–testing methods. The DANN is shown to be robust to not
only human-centric videos, but also natural videos. As there are
few large-scale natural disaster video datasets, we construct a new
large-scale one and make it publicly available. Experiments on
four datasets show the effectiveness of our method for both human
actions and natural events.

Index Terms—Video classification, deep alternative neural
network, multi-scale deep network, human activity, natural
disaster, new dataset.
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I. INTRODUCTION

THE sheer volume of video data currently available requires
the development of robust video classification techniques

that can effectively make semantic predictions for applications
such as video search, summarization, intelligent surveillance,
human computer interaction and multimedia information man-
agement [1], [2]. The variety of realistic video data results in
many challenges for video classification, such as large intra-
class variations, noisy contents unrelated to the video topic, and
complex temporal structures [3], [4]. Most existing studies fo-
cus on human activities [5]–[7], and lack the recognition ability
for natural videos such as those of extreme events. This pa-
per contributes a new natural disaster video dataset and aims at
proposing robust solutions for general video classification.

Recent advances in deep learning have yielded remarkable
success and dominate image-based tasks [8]. However, a key
factor making it difficult to directly employ advanced deep ar-
chitectures for video classification is that a video is naturally
composed of successive images with highly overlapping con-
tent. This redundancy presents a great challenge while also of-
fering numerous visual clues to leverage. A popular way to
address this issue is to mine correlations in continuous frames.
In particular, contexts at different scales in the spatiotemporal
domain are crucial for recognizing videos and distinguishing
similar ones.

The current leading convolutional neural networks (CNNs)
for video classification [9]–[11] and their shifted version,
namely 3D CNNs [12]–[14], often aggregate contexts in a later
stage. More precisely, in the first layer of a typical CNN, the re-
ceptive field (RF) starts at the kernel size, which is usually small
and the outputs extract only local features. As the layer goes
deeper, the RF expands, and contexts begin to be utilized. These
models need to be very deep to preserve rich context topologies
[15] and compete with competitive trajectory-based works [3],
[16]–[18]. However, simply increasing the number of layers is
not wise due to parameter burden and training difficulties. In
addition, these models do not embed the context evolutions of
local features in the forward flow, which is essential for context
mining [19]–[21]. To this end, we attempt to explore context
hierarchies as early as possible for video classification.

In this paper, we first propose a novel deep alternative neu-
ral network (DANN) to mine rich context hierarchies for video
classification. The DANN stacks alternative layers (ALs) con-
sisting of a volumetric convolutional layer and a recurrent layer.
The alternative deployment is used to preserve the contexts of
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local features in each layer and embed their evolutions in the
hierarchical feature learning procedure. We demonstrate the ad-
vantages over standard feed-forward architectures in terms of
context mining. In addition, we develop a much deeper ver-
sion of the DANN by introducing a vertical dropout with skip
connection to stack more ALs. We explain its benefits in terms of
context exploration, faster convergence and reduction in training
time. Additionally, we develop a multi-scale manner to construct
DANN at various scales to further exploit complex context hier-
archies, which can provide a remarkable improvement. We share
good practices for applying multi-scale DANN to video clas-
sification, including input-output configurations and training-
testing methods. To verify the effectiveness of our method on
general video classification, we contribute a new natural disaster
video dataset and make it publicly available. The experimental
results obtained on four large-scale datasets demonstrate the ef-
fectiveness of our method for both human activities and natural
events.

The remaining content is organized as follows. Section II re-
views related works and discusses their relations to our method.
Section III describes the proposed approach including the archi-
tecture of the DANN, its deeper and multi-scale version, and its
application to video classification, including detailed network
configurations and training methods. The experimental results
and analysis are given in Section IV. Finally, Section V con-
cludes this paper.

II. RELATED WORKS

There is a long history of video classification [22]–[31]. Early
approaches interpret a video as a set of spatiotemporal points
and perform video classification using these points [32] . In the
last few decades, local spatiotemporal features [33] aggregated
with BoF [34] or Fisher vector representations [35] have become
the mainstream with state-of-the-art performances achieved on
many datasets [18], [36]. Recently, with deep learning gradu-
ally dominating image-based tasks [37], there has been a trend
of shifting advanced deep neural networks from image-based
tasks to the video domain. In the following, we review relevant
works from the perspectives of handcrafted solutions and deep-
learning solutions. Particularly, in the deep-learning section, we
cover two aspects of modern advances similar to our proposed
method and discuss their relations.

A. Handcrafted Solutions

The standard approach to video classification with hand-
crafted solutions involves three major stages [18]: First, local
visual features that describe a region of a video are extracted
either densely [38] or sparsely [39]. Next, the features are com-
bined into a fixed-sized video-level description using quantiza-
tion techniques [34]. Finally, a classifier is trained on video-
level representation to distinguish among the visual classes of
interest. In particular, [39] first extended the 2D Harris corner
detector to obtain representative tubes in 3D space. Since then,
many 2D local descriptors have been extended to 3D to achieve
video understanding, such as 3D SURF [40], HOG3D [41] and
3D SIFT [42]. The comprehensive evaluation presented in [36]
compared different STIP detectors and descriptors. The authors

concluded that the performance of STIPs is dataset-dependent.
Afterwards, [43] made use of point trajectories to obtain the
well-known dense trajectory (DT), using rich low-level descrip-
tors to construct effective video representations. An improved
version of DT was developed in [18] (iDT) to estimate cam-
era motion, with state-of-the-art results obtained on a variety of
benchmarks. Although local handcrafted features yield promis-
ing results, the major limitation is that they lack a semantic and
discriminative capacity. To overcome this issue, several mid-
level and high-level video representations have been proposed,
such as Action Bank [44] and Dynamic-Poselets [45]. Many
recent competitive works have shown that hand-crafted features
[11], [46]–[48], mid-level [49], [50] and high-level [15], [51]
video representations can contribute to video classification with
deep neural networks.

B. Deep-Learning Solutions

Since the breakthrough in image classification with deep
learning at ILSVRC 2012 [37], [52], many works have been
devoted to designing effective deep networks for video classifi-
cation [53]–[57]. An early work [9] extended the standard CNN
to 3D for video classification but examined the proposed models
on only small datasets, achieving lower performance than that of
traditional features [18]. [10] designed two stream CNNs con-
taining spatial and temporal nets by exploiting pre-trained mod-
els and an optical flow calculation. [13] investigated 3D CNNs
[12] on realistic and large-scale video classification datasets.
Meanwhile, several works [15], [58], [59] have tried to model
long-term temporal information. However, unlike image-based
tasks, deep learning does not yield significant improvements in
terms of video classification over traditional methods such as the
notable iDT [43]. We argue that two reasons account for this fact.
First, most public video classification datasets such as UCF101
[5] and HMDB51 [6] have much smaller scales than ImageNet,
in term of both the numbers of samples and categories. Second,
videos are weakly labeled at the video level because of the pro-
hibitive cost of producing detailed spatial-temporal annotations.
The existing works fail to directly extract video-level represen-
tations due to the lack of context exploration. We address this
issue by collecting contexts immediately after feature extraction
in each layer. We insert recurrent layers among convolutional
layers and stack them in an alternative way, preserving contexts
from the beginning and their evolutions in a hierarchical man-
ner. In the following, we review two relevant aspects of modern
advances in deep learning that are similar to our method.

Combination of CNN and RNN. The successes of CNN and
RNN have inspired researchers to exploit their combination.
Most existing works focused on image-based tasks by setting
CNN responsible for local feature extraction and using RNN to
exploit the relative information in a handcrafted timeline. For
example, [60] proposed using a convolutional RNN to learn
the spatial dependencies between image regions to enhance the
discriminative power of image representation. Another similar
work considered using a recursive CNN to deal with temporal or
sequential data and showed promising results [61]. In [62], re-
cursive layers with the same input and output dimensions were
used, but the recursive convolutions resulted in worse perfor-
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Fig. 1. Diagram of our video classification system with the multi-scale DANN. The raw input video is first cropped into a video clip of adaptive size with
temporal determination and a pre-defined spatial choice. The cropped video clip is then transformed via a Laplacian pyramid. Each scale is fed to the DANN,
which produces a set of feature maps. The feature maps at all scales and feature maps from the optical flow maps are then concatenated, the coarser scale maps
being upsampled to match the size of the finest scale map, to generate the combined representation. The output feature maps are of arbitrary size and sent to a
proposed volumetric pyramid pooling layer to be conformed to a fixed size, which is prepared for the fully connected layer to produce the predicted label. This
prediction is combined with the spatial stream to produce the final prediction.

mances than that of a single convolution due to over-fitting.
To overcome this over-fitting problem, [21] used a recurrent
layer that takes feed-forward inputs into all unfolded layers. Our
network is similar to the above works in the sense that we take
advantage of CNN for local feature extraction and RNN for
temporal summarization of the extracted features. However, we
insert an RNN into each layer of a CNN to force the contexts of
local features to be involved in the feed-forward propagation.

Going deeper in neural networks. Similar to popular deep
neural networks, our DANN can be improved by going deeper.
Many studies have been devoted to architecture design and
training strategy of very deep networks. Earlier works adopted
greedy layer-wise training or better initialization schemes to
alleviate the vanishing gradients and diminishing feature reuse
problems [63]. Recently, several authors introduced extra skip
connections to improve information flow during forward and
backward propagation. Highway networks [64] allow earlier
features to flow unimpeded to later layers via parameterized
skip connections, which can cross several layers at once. The
skip connection parameters, learned during training, control the
amount of information allowed on these highways. Similarly,
residual connections were introduced in [65], in which the au-
thor gave convincing theoretical and practical evidence verify-
ing the advantages of utilizing the additive merging of signals
for object detection. They simplified highway networks by al-
lowing shortcuts with identity functions. The authors argued
that residual connections are inherently necessary to train very
deep convolutional models. The deeper version of our DANN
also uses identity functions to construct skip connections. In
contrast, we use a vertical dropout implementation to control
how to achieve skip connections.

III. APPROACH

A. Overview

Figure 1 decipts the diagram of our video classification sys-
tem with multi-scale DANN. The raw input video is first cut
adaptively in the temporal domain and pre-defined in the spatial
domain (see details in Section III-E). The cropped video clip is

then transformed via a Laplacian pyramid. Each scale is fed to
the DANN which produces a set of feature maps. These feature
maps at all scales are concatenated, the coarser scale maps be-
ing upsampled to match the size of the finest scale map. The
output feature maps are of arbitrary size and sent to a proposed
volumetric pyramid pooling layer (VPPL) (Section III-F) to be
conformed to a fixed size, which is prepared for the fully con-
nected layer (FCL) and softmax layer to produce the predicted
semantic label.

In the following, we first introduce our deep alternative neural
network, including its architecture, working principles, deeper
version and multi-scale construction. Then, we provide a novel
approach for adaptively determining the network input and
its corresponding solutions to cope with the arbitrary size of
the feature maps before FCLs. Finally, we present the training
strategies.

B. Deep Alternative Neural Network

The DANN comprises a series of AL, as shown in Figure 2
(left). Between neighboring ALs, only feed-forward connec-
tions exist. Max pooling layers are optionally interleaved be-
tween the ALs. The number of recurrent iterations is set to T
for all ALs. In the following, we present the architecture of an
AL and show its advantages over the popular volumetric con-
volutional layer (VCL), which is used in standard 3D CNNs in
terms of its ability to preserve larger RF effectively, facilitat-
ing the capture of spatiotemporal context hierarchies for video
classification.

Alternative Layer. An AL consists of a VCL followed by a
designed recurrent layer (RL) in an alternative manner, as shown
in Figure 2 (right). Volumetric convolution is first performed to
extract features from local spatiotemporal neighborhoods on
the feature maps of the previous layer. Then, a recurrent layer is
applied to the output and iterated T times. This procedure makes
each unit evolve over discrete time steps and aggregate larger
RFs, consuming only an extra set of layer-shared parameters
of recurrent filters. Specifically, the input of a unit at position
(x, y, z) in the j th feature map of the i th AL at time t , denoted
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Fig. 2. The structure of the DANN (left) and its key module AL (right). The AL takes advantage of the CNN to conduct local feature extraction and the
RNN to carry out temporal summarization of the extracted features. The alternative manner encourages the involvement of local feature contexts in feed-forward
computations, enabling the DANN to preserve rich context hierarchies.

as uxyz
i j (t), is given by

uxyz
i j (t) = uxyz

i j (0) + wr
i j · uxyz

i j (t − 1) + bi j (1)

where uxyz
i j (t − 1) is the recurrent input of the previous time

step, wr
k is the recurrent kernel, bi j is the bias for the j th feature

map in the i th layer, and uxyz
i j (0) denotes the feed-forward output

of the VCL

uxyz
i j (0) = f

(
wvc

(i−1) j · uxyz
(i−1) j

)
(2)

wvc
k is the feed-forward volumetric convolutional kernel, and f

is defined as the rectified linear unit (ReLU) function followed
by batch normalization (BN) [66].

The first term in Eq. 1 is the output of the volumetric con-
volution of the previous feature map, and the second term is
induced by the recurrent connections. The state of this unit is a
function of its net input is x xyz

i j (t) = f (uxyz
i j (t)). Eq. 1 and Eq. 2

describe the dynamic behavior of the AL, in which the contexts
are involved after the local features are extracted. Unfolding this
layer over T time steps results in a feed-forward subnetwork of
depth T + 1, as shown in Figure 2. While the recurrent input
evolves over several iterations, the feed-forward input remains
the same in all iterations. When t = 0, only the feed-forward
input is present.

Advantages over VCL. The recurrent connections in AL
provide three major advantages compared with VCL, which is
the standard module used in C3D networks.

� The recurrent connections increase the network depth
while keeping the number of adjustable parameters con-
stant by weight sharing. Note that simply increasing the
depth of VCL by sharing the weights between layers can

Fig. 3. Comparison of AL (left) and VCL with the same depth (right).

result in the same depth and the same number parame-
ters as DANN, as Figure 3 shows. However, this model
may not be competitive with the DANN as verified in our
experiments (see Table III(c) in Section IV-D).

� The structure of the AL enable every unit in the feature map
to be modulated by other units in the same layer, which en-
hances the capability to capture statistical regularities. As
the time step increases, the state of every unit is influenced
by other units in an increasingly larger neighborhood in
the current layer, as expressed by Eq. 1. This enables every
unit to incorporate contextual information in an arbitrarily
large region in the current layer. As a consequence, the
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size of the regions that each unit can watch in the input
space increases. In a VCL, the size of the RFs of the units
in the current layer is fixed, and watching a larger region
is possible only for units in higher layers. Unfortunately
the context seen by higher-level units cannot influence the
states of the units in the current layer without top-down
connections [67].

� The time-unfolding mechanism is that through which each
AL is interpreted as a VCL with multiple paths between
the input and output. This mechanism is useful for learn-
ing complex co-adaption of local contexts and their evo-
lutions. The recurrent connections facilitate incorporating
the contextual information of each layer to refine the fea-
ture maps and, as a result, remove noisy feature activations
and cause the final feature maps to be more focused on a
few meaningful regions. On the other hand, the existence
of shorter paths may facilitate gradient backpropagation
during training [21]. Multi-path is also used in [68]–[70],
but extra objective functions are used in hidden layers to
alleviate the difficulty of training deep networks, which are
not used in the DANN.

C. Going Deeper With Skip Connections

Many recent works have suggested that going deeper with
convolutions often yields performance improvement [69]. How-
ever, experiments suggest that simply adding ALs does not result
in performance improvement. This is perhaps due to that current
optimization techniques do not have sufficient power to optimize
a large number of layers. In this subsection, we provide a strat-
egy for going deeper using skip connections to release the full
potential of the DANN. The proposed strategy is designed in a
similar fashion as that of dropout [71] but is performed vertically
rather than horizontally. We expect to preserve a large network
during testing but a small network during training, enjoying the
advantages of dropout and knowledge distillation [72].

We use skip connections to achieve the above goal, which
is motivated by a recent work [73]. We stack ALs to obtain a
much deeper DANN, shrinking the depth of the DANN during
training, and keeping it unchanged during testing. We randomly
drop ALs during training and bypass their transformations via
skip connections and identity transformation. Specifically, let
pl denote the probability that the lth AL will be used. With this
definition, we can update the rule for each AL as

Ul+1 = φ(pl)F(Ul) (3)

where Ul is the feature map of the lth AL, the units u of which
are computed using Eq. 1, F denotes the series of computations
performed in each AL, including volumetric convolution, recur-
rent computation, ReLU and BN, and φ(·) indicates a binary
choice with pl probability that the output of the l + 1th AL uses
the information of the lth AL for each training step. In fact,
when pl equals to 1, only one AL is stacked. The comparison
of the standard horizontal dropout and our vertical dropout is
described in Figure 4.

To ensure the non-negative property of the AL input, we
equip skip connections with an identity transformation to keep

Fig. 4. Illustration of the updated version of the DANN, which goes deeper
through the use of skip connection (right). To avoid over-fitting we train many
sub-DANNs and use the entire DANN for testing by randomly dropping layers
with an identity function, which also prevents the impact of “diminishing feature
reuse”. Compared with the widely used dropout method (left), our method can
be regarded as layer-wise dropout, which is performed vertically.

the value of U reasonable when φ(pl) equals to 0. Mean-
while, we utilize skip connections to alleviate the impact of
“diminishing feature reuse”, which is widely considered in very
deep neural networks [64], [74], [75]. When combined with
identify transformation, the update rule for each AL becomes

Ul+1 = φ(pl )F(Ul) + wsUl (4)

where ws is a linear projection performed to match the dimen-
sions. When pl equals to 0, only one identity layer is stacked.

When training a deeper DANN with skip connections, the
neurons in the AL that are skipped do not contribute to the for-
ward pass and do not participate in backpropagation. Thus, every
time a mini-batch is presented, the DANN samples a different
architecture of a sub-DANN. However, all these architectures
share weights. This setting forces the DANN to learn more
complex hierarchical contexts, which is expected to be useful
for distinguishing similar actions and events. At test time, we
use all ALs but multiply their outputs by pl

Ûl+1 = plF(Ûl) + wsÛl (5)

which is a reasonable approximation to the arithmetic mean of
predictive distributions produced by subnetworks [37].

The proposed skip connection in the vertical direction enjoys
two advantages. First, compared with simply stacking more ALs
(Figure 3 right), it reduces the chain of forward propagation steps
and gradient computations in training [73], which strengthens
the gradients, especially in earlier layers, during backward prop-
agation and reduces the number of parameters. Second, DANN
trained with skip connections can be interpreted as an implicit
ensemble of networks of different depths which is expected to
preserve rich context hierarchies with complex co-adaptations
of neurons, as addressed in a series of recent knowledge distil-
lation works [72], [76]. In practice, we set the number of layers
of deeper version to 18.

We refer to the standard architecture as DANN-6 and the
deeper version with or without skip connections as DANN-18
(skip) and DANN-18, respectively.
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D. Multi-Scale DANN

In many videos, actions and events appear in various sizes.
To capture this variability, our model should be scale-invariant.
We extend our DANN to the multi-scale scenario, as shown in
Figure 1. Our multi-scale DANN captures the invariant property
by extending the concept of volumetric weight replication to the
scale space. In particular, given a video input V , a multi-scale
pyramid of videoVs is constructed whereV1 has the same size as
that of V . The multi-scale pyramid can be a Laplacian pyramid
and is typically processed so that local neighborhoods have zero
mean and unit standard deviation. In this way, the multi-scale
DANN can be obtained with parameter θs by instantiating one
DANN per scale s and sharing all parameters across scales
θs = θ̂ , where s ∈ {1, . . . ,S}. The feature maps in the pyramid
are computed using a scaling/subsampling function gs as Vs =
gs(V) for all scales.

For each scale s, the DANN can be described as a sequence of
linear transforms interspersed with nonlinear symmetric squash-
ing units and pooling/subsampling operators. Finally, for each
video clip as a training instance, the outputs of the multi-scale
DANN are combined in the last AL before FCL to produce a
uniform feature map

σ (f) = [f1, u(f2), . . . , u(fi ), . . . , u(fS )] (6)

where u is an upsampling function and fi is the upsampled
feature map of size S times the size of f1.

As mentioned above, weights are shared within the multi-
scale DANN. Intuitively, imposing complete weight sharing
across scales is a natural way of forcing the network to learn
scale-invariant features and, at the same time, reduces the
chances of over-fitting. The more scales used to jointly train
the models, the better the representation becomes for all scales.

E. Adaptive Input Configurations

The input size of a deep neural network for video classifi-
cation in the temporal domain is often determined empirically
since the evaluation all the choices is difficult in practice. Pre-
vious methods often consider short video intervals up to 16
frames [9], [12], [13]. A recent work [14] argues that instances
in a video usually span tens or hundreds of frames and contain
characteristic patterns with long-term temporal structures. The
authors use 60 frames as the temporal size of the network input
and demonstrate a moderate advantage over 16 frames. Simi-
lar attempts are maded in [58], [59] where longer continuous
video streams are applied to their deep networks. However, the
input size is still selected in an ad hoc manner, and it is diffi-
cult to favor all video classes. We introduce an adaptive method
to automatically select the most discriminative video fragments
using the density of the optical flow energy. We attempt to pre-
serve motion information and appropriate range dependencies
while not breaking their semantic structures in the temporal
domain.

Much evidence reveals that the motion energy intensity in-
duced by human action exhibits regular periodicity [77]. This
signal can be estimated by an optical flow computation, as
shown in Figure 5, and is particularly suitable for addressing our

Fig. 5. Sample frames and the optical flow energy where local minima and
maxima landmarks approximately correspond to motion change.

temporal estimation for the following two reasons. First, the lo-
cal minima and maxima landmarks probably correspond to char-
acteristic gesture and motion. Second, this signal is relatively
robust with respect to changes in camera viewpoint, which are
very common in realistic videos. In practice, we first compute
the optical flow field (vx , vy) for each frame I from a video Q
and define its flow energy as

e(I ) =
∑

(x,y)∈P

∥∥vx (x, y), vy(x, y)
∥∥

2 (7)

where P is the pixel-level set of selected interest points.
The energy of Q is then obtained as E = {e(I1), . . . , e(It )},

which is further smoothed by a Gaussian filter to suppress noise.
Subsequently, we locate the local minima and maxima land-
marks {t} of E and create a video fragment S by extracting
the frames S = {It−1, . . . , It } for each pair of consecutive land-
marks. To address the different video clip lengths, we present a
corresponding solution in Section III-F.

F. Volumetric Pyramid Pooling Layer

Typical recognition neural networks such as AlexNet [37],
its deeper successors [69], [74] and shifted 3D versions [12],
[13], [15], ostensibly take fixed-sized inputs. The FCLs of these
networks have fixed dimensions and throw away spatial or spa-
tiotemporal coordinates. However, our adaptive temporal deci-
sion method produces input video clips with arbitrary size. One
way to generate video tube features is to feed each tube into the
DANN separately. However, this tends to be time-consuming
since the computations needed for overlapping tubes are not
shared.

Spatial pyramid pooling improves upon the bag-of-word
model in that it can maintain spatial information by pooling
in local spatial bins [78], [79]. These spatial bins have sizes
proportional to the image size; thus, the number of bins is fixed
regardless of the image size. To adopt the DANN for input video
clips of arbitrary sizes, we replace the last pooling layer with a
novel VPPL inspired by the success of the spatial pyramid pool-
ing layer [80]. Figure 6 illustrates the structure of the VPPL.
In each volumetric bin, we pool the responses of each kernel
(throughout this paper, we use max pooling). The outputs of
the volumetric pyramid pooling are k M-dimensional vectors,
where M is the number of bins and k is the number of kernels in
the last AL. The fixed-dimensional vectors are then sent to the
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Fig. 6. Structure of the volumetric pyramid pooling layer (VPPL). The func-
tion of VPPL is to resize input feature maps of arbitrary size to a fixed size.

TABLE I
SUMMARY OF CHARACTERISTICS OF NDVD

FCLs. With volumetric pyramid pooling, the input video clips
can be of any size. This allows not only arbitrary aspect ratios
but also arbitrary scales.

G. Training

Since DANN-6 and DANN-18 are special cases of the multi-
scale DANN, we describe here the training procedure of the
multi-scale version. The training procedure for the other two
structures is the same, although without two feed-forward steps,
i.e., pyramid generation and feature map combination.

To train a modern neural network for video classification,
it is difficult to take the entire video as the input. Instead, we
choose to train many clips for each video and then use their

combination to generate the prediction for the entire video,
which is widely used in recent works [11], [15]. In the clip-
wise training procedure, for each video clip, the combined fea-
ture maps at all scales are sent to a softmax layer to obtain the
probability of falling into the cth semantic category

yc = exp(w�
c σ (f))∑

c′ exp(w�
c′ σ (f))

, c = 1, 2, . . . , C (8)

where σ (f) is the concatenated output of the multi-scale DANN
(Eq. 6) before the softmax layer at different scales s and wc is
the weight for the cth class. Finally, the loss function used in
our case is the cross-entropy between the predicted probability
y and the true hard label ŷ

L = −
∑

c

ŷc log yc (9)

where ŷc is set to 1 if this input clip is contained in a video an-
notated with the cth category and to 0 otherwise. In practice, we
normalize the label vector ŷ with 1-norm ȳ = ŷ/ ‖ŷ‖1 and then
use this normalized label vector to calculate the cross-entropy
loss. Training is performed by minimizing the cross entropy
loss function using the standard backpropagation through time
(BPTT) algorithm [81], which is equivalent to using the BP al-
gorithm for the unfolded ALs. The final gradient of a shared
weight is the sum of its gradients over all time steps T.

IV. EXPERIMENTS

A. Datasets and Setup

Natural disaster video dataset. The natural disaster datasets
are rare and difficult to collect; the only one we can found is [82],
which has several limitations: 1) It is composed of only 80 videos
and 5 disaster concepts; 2) It views disaster detection as image
classification instead of video classification, thus considering
only key frames; 3) It is not publicly available.

To promote the researches on extreme event video analy-
sis, we develop a new large-scale natural disaster video dataset
(NDVD) and make it publicly available. This NDVD contains
8.15 K video and 33.9 hours of video data from YouTube and
Youku, with each video lasting 15 seconds on average. The
videos have a spatial resolution of 320 × 240 pixels and a 25 fps
frame rate. The NDVD includes a total of 3.05 M frames dis-
tributed among 14 categories, which can be further divided into
three types: Geological Disasters, Hydrological Disasters, and
Meteorological Disasters. To further increase the amount of
data, we perform data augmentation by randomly cropping each
video shot into 8 transformed videos, each sharing the same se-
mantic label. The summary of NDVD characteristics is shown
in Tables I(a) and I(b). Figure 7 depicts a key frame sample
extracted from the videos for each disaster concept.

The UCF101 dataset [5] is a widely used benchmark with
13 K, 27 hours of video data from YouTube videos, lasting
7 seconds on average. The total number of frames is 2.4 M
distributed among 101 categories. The entire dataset was split
into training and testing samples three times, each split randomly
selecting two-thirds of the data for training and the remaining
data for testing.
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Fig. 7. NDVD sample frames. Each frame denotes a different disaster concept. From left to right (top): Avalanches, Blizzards, Cyclonic Storms, Debris Flow,
Earthquakes, Floods, and Heat Waves. From left to right (down): Hailstorms, Landslides, Limbic Eruptions, Volcanic Eruptions, Tsunamis, Thunderstorms, and
Tornadoes.

Fig. 8. Sample frames of three datasets used in our experiments. From top to
bottom: UCF101, HMDB51, and ActivityNet.

The HMDB51 dataset [6] contains simple facial actions, gen-
eral body movements and human interactions. It is composed
of 6,849 videos divided into 51 categories. We follow the orig-
inal protocol using three training-testing splits. For every class
and split, there are 70 videos for training and 30 videos for
testing. We report the average accuracy over the three splits as
the performance measure.

The ActivityNet dataset [7] comprises 28 K videos in
203 activity categories collected from YouTube. It consists
of 68.8 hours of temporal annotations among 849 hours of
untrimmed, unconstrained video. There are 1.41 action instances
per video and 193 instances per class. We perform the task of
trimmed classification using the official training set of Activi-
tyNet v1.2, following the setup provided in the original paper
[7]. Sample frames of these three datasets are shown in Figure 8.

Evaluation metrics. We use two evaluation metrics widely
used in the literature, e.g., [14]. The first one is clip-level accu-
racy(%), where we assign to each clip the class label with the
maximum softmax output and measure the number of correctly
assigned labels over all clips. The second metric is video-level
accuracy(%), which is also the standard evaluation protocol.
To obtain a video score, we average the clip softmax scores and
take the maximum value of this average as the class label. We
average the values for all videos to obtain the video accuracy.
The first metric is used to pursue a good practice of our method,
while the second, used to ensure a fair comparison, is prepared
for our best model to compare with other results. In our ablation
experiments, we use the UCF101 split 1 dataset.

B. Implementation Details

The structure of the standard DANN includes 6 ALs with
64, 128, 256, 256, 512 and 512 kernel response maps, which
are first followed by a VPPL and then 3 FCLs of size 2048
each. Following [13], we use 3 × 3 × 3 kernel for VCL and
RLs in all 6 ALs. After each AL, the DANN includes a ReLU
and a volumetric max pooling layer. The max pooling kernels
are of size 2 × 2 × 2. All these VCLs and RLs are applied with
appropriate padding and stride. The FCLs are followed by ReLU
layers and a softmax layer at the end of the DANN, which output
the class scores. DANN-18 enjoys the same settings as DANN-6
but has 18 ALs. The multi-scale version has a similar structure,
except it also includes a pyramid-based generation procedure
and a feature map concatenated operation before the FCL.

The major implementations of the DANN, including volu-
metric convolutions, recurrent layers and optimizations are car-
ried out using the Torch toolbox platform [83]. For multi-GPU
training, we use a parallel training strategy installed in a single
system, exploiting the data parallelism and splitting each SGD
batch across several GPUs [10].

For data augmentation, inspired by random spatial cropping
during training [74], we apply a similar augmentation method
to the spatiotemporal dimension, which we call random clip-
ping. During training, given an input video, we first determine
its temporal size t as in Section III-E. Then, we randomly select
point (x, y, z) to sample a video clip of fixed size 80 × 80 × t .
A common alternative is to pre-process the data using a sliding
window approach to obtain pre-segmented clips of fixed size.
However, this approach limits the amount of data available when
the windows are not overlapped, as in [13]. Another data aug-
mentation method that we evaluate is the multi-scale cropping
method [15].

We apply SGD to mini-batches with a negative log likelihood
criterion. The size of each mini-batch is set to 30. Training is
performed by minimizing the cross-entropy loss function using
the BPTT algorithm [81]. This is equivalent to using the standard
BP algorithm for a time-unfolded network. The final gradient of
a shared weight is the sum of its gradients over all time steps.
On NDVD, UCF101 and HMDB51, we train our network us-
ing batch size 64 for 100, 200 and 200 epochs, respectively.
On ActivityNet, train using batch size 128 for 200 epochs.
The initial learning rate for networks learned from scratch is
3 × 10−3, while it is 3 × 10−4 for networks fine-tuned from pre-
trained models. The above schedule is used with a 0.9 dropout
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TABLE II
COMMON SETTING EXPLORATION ON UCF101 SPLIT 1 DATASET

ratio. The momentum is set to 0.9, and the weight decay is ini-
tialized to 5 × 10−3 and reduced by a factor of 10−1 every time
the learning rate decreases.

At test time, the temporal estimation t is applied to a video,
and the video is divided into 80 × 80 × t clips with a temporal
stride of 4 frames, where t is the adaptive temporal size. Each
clip is further tested with 10 crops, namely, 4 corners and the
center, together with their horizontal flips. The video-level score
is obtained by averaging all the clip-level scores and crop scores.
We use the clip-level accuracy to ensure that our method can be
regarded as a good practice and report the video-level accuracy
for comparison.

C. Common Setting Exploration

We first conduct several ablation experiments to explore the
best common settings under which our model can be applied for
video classification using DANN-6.

Optical flow quality. The impact of the input flow quality is
summarized in Table II(a). We observe that sparse optical flow
consistently outperforms RGB. The use of TVL1, as suggested
in [15] yields an almost 20% increase in performance. This
demonstrates that video classification is easier to learn from
motion information than from raw pixel values. Given these
results, we choose the TVL1 optical flow for all remaining
experiments in this paper.

Data augmentation. Table II(b) demonstrates the influence
of data augmentation. Our baseline is a sliding window with a
75% overlap. On the UCF101 split 1 dataset, we find that random
clipping and multi-scale clipping both outperform the baseline
and their combination can further boost the performance. Thus,
we use the combination strategy in the following experiments.

Cross-modality pre-training. Pre-training turns out to be an
effective way to initialize deep ConvNets when the target dataset
does not have a sufficient number of training samples [10]. As
spatial networks take RGB images as input, it is natural to
exploit models trained on the ImageNet as initializations. Other
modalities such as the optical flow field and RGB difference
essentially capture different visual aspects of video data, and
their distributions are different from those of RGB images. We
used the same cross-modality pre-training technique as in [15].

Gains from adaptive temporal length. Another issue we
discuss is that our DANN takes video clips with adaptive tem-
poral length, which is different from most existing architectures

for video classification. We examine this setting by compar-
ing 6AL_VPPL_3FC with a new architecture called 6AL_3FC
using fixed-size temporal lengths of 16-frame, 32-frame and
64-frame while removing the VPPL. The performance gain
achieved by 6AL_VPPL_3FC on the UCF101 split 1 dataset
is approximately 4.2%, as shown in Table II(c). This result veri-
fies the advantages of our adaptive method for network temporal
input.

Combining with spatial stream. A recent work [14] has
demonstrated that combining appearance information learned
from spatial stream can improve the performance of the 3D
CNN. We examine this issue and train a network with static
RGB frames in a manner similar to that in [10] by inputting
256 × 256 frames and cropping them randomly into 224 × 224
regions. The VGG-16 network [74], pre-trained on ImageNet,
is fine-tuned on UCF101 and HMDB51 separately. Following
the good practice in [15], we apply a weighted averaging of 0.4
and 0.6 for RGB and DANN scores, respectively.

Additional training data. We conduct experiments to see
if our spatio-temporal features learned on one dataset can help
to improve the accuracy for another one. The use of additional
data is already known to improve results [10]. The baseline per-
formance is 56.4%, while fine-tuning HMDB51 using UCF101
boosts the performance to 62.5%. A similar conclusion can be
drawn from Table II(d). We conclude that one can learn generic
representations using the DANN.

D. DANN Investigation

We investigate the optimal configurations of the DANN and
demonstrate the advantages of different components. The ex-
periments are conducted under the previous common settings.

Different configurations of DANN-6. Two crucial configu-
rations exist for the standard DANN-6 model. The first is the
AL settings, including its order and number. The other is the
unfolding time T in recurrent layers. Table II shows the details
of the performance comparison, where VCL is the standard
volumetric convolutional layer and B_6VCL_3FC is a base-
line composed of similar configurations with DANN but with-
out ALs and an adaptive input size choice. The first column of
Table III(a) has only one AL layer, and the accuracy comparison
demonstrates the benefits of exploring contexts as early as pos-
sible. The right column of Table III(a) shows the performance
gains as the number of ALs increases, revealing the advantages
of the inserted recurrent layer. Table III(b) uses 6AL_VPP_3FC
to study the impact of T; the results prove that larger T leads to
better performance. This outcome is perhaps due to the larger
contexts embedded in the DANN being more suitable for cap-
turing semantic information. We also examine the effect of the
recurrent layer implementations, by using LSTM implementa-
tions with different layers. The results in the last two lines of
Table III(a) indicates that our recurrent layer implementations
are better choices than complex LSTM implementations.

AL analysis. We also analyze the properties of inserting re-
current connections in an AL by comparing it with two models.

� The first one is constructed by removing the recurrent con-
nections in each AL but adding a cascade of duplicated
VCLs, denoted as Deeper-VCL-6, as shown in Figure 3
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TABLE III
PERFORMANCE COMPARISON FOR DIFFERENT CONFIGURATIONS OF THE DANN ON THE UCF101 SPLIT 1 DATASET

(right). The cascade of duplicated convolutional layers can
be regarded as the time-unfolded version of the AL starting
at t = 1 without feed-forward input. Note that both vary-
ing architectures have approximately the same number of
parameters as that of the DANN.

� The second one is constructed by removing the recurrent
connections in each AL, yielding a conventional 3D CNN.
For fair comparison, we use more feature maps in each
layer to make its number of parameters approximately the
same as that of the DANN, denoted as Wider-VCL-6.

The performance comparison is shown in Table III(c). Clearly,
our original DANN-6 achieves better performance than that of
both the wider version and deeper version in terms of accuracy
on the UCF101 split 1 dataset, which demonstrates the impor-
tance of inserting recurrent connections in an AL.

Going deeper with the DANN. The main factor using skip
connection is the layer dropout probability pl . In practice, we
set pl the same for each layer as p. We evaluate typical choices
of p and the performance comparison is shown in Table III(d).
We can see a clear advantage using different probability less
than 1 compared to p = 1, which indicates no skip connections
but adds an identify function like P3D ResNet [47]. Among
various p in our experiments, the best performance is obtained
in p = 0.3.

Multi-scale DANN. In our multi-scale solution, we mainly
consider the pyramid construction manners. We use a Laplacian
pyramid with various scales to examine the impact compared
with a basic DANN without the multi-scale method. The perfor-
mance is shown in Table III(d), which shows that the multi-scale
DANN always outperforms the basic DANN, and the optimal
choice for the multi-scale DANN-18 is obtained around 3.

E. Results and Analysis

Table IV reports the results of the best DANN model in terms
of video-level accuracy and other state-of-the-art approaches
over three splits on the UCF101 and HMDB51 datasets. We

TABLE IV
COMPARISON WITH THE STATE-OF-THE-ART ON HMDB51 AND UCF101

list them according to performance in Table IV. As shown,
pure local features such as iDT are surpassed by most deep-
learning solutions. We can also conclude that adding local fea-
tures can yield performance improvement, e.g., [11], [46]–[48].
This indicates that each pure single deep network has the po-
tential to be improved by combining local features. Note that
all the other deep networks use a pre-defined temporal length
to generate video clips as the input, such as 16 frames [13]
and 60 frames [14], while our DANN determines it in an adap-
tive manner. Combined with spatial stream, DANN-18 outper-
forms all other methods, achieving an accuracy of 95.7% on the
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TABLE V
COMPARISON WITH THE STATE-OF-THE-ART ON ACTIVITYNET

UCF101 dataset. However, on HMDB51, the best performance
corresponds to a deep local video feature with multi-skip fea-
ture stacking strategy [49]. We attribute this result to the fact that
they employed advanced temporal segment network [15], which
is powerful in terms of temporal segmentation. Also note that
most approaches can obtain a performance gain when spatial
stream is utilized, including our DANN.

For the ActivityNet dataset, we compare with recent suc-
cessful video classification methods that have achieved state-of-
the-art performances, including improved trajectories (iDT+FV)
[18], two-stream CNNs [10], C3D [13], temporal segment net-
work (TSN) [15], UntrimmedNet [57], and Depth2Action [56].
The results are summarized in Table V. We present the results
of our DANN with four implementations at the bottom of the
figure. Clearly, our shallow network DANN-6 is already com-
petitive, achieving an 86.3% accuracy. Furthermore, our best
model (DANN-18 combined with spatial stream) outperforms
all these previous methods, achieving an accuracy of 92.4%.
Our best results are better than that of methods by at least
1.5%. This clear improvement demonstrates the advantages of
our method, especially the deeper and multi-scale design. The
superior performance of our method demonstrates the effec-
tiveness of using alternative layer for trimmed videos and the
importance of effective hierarchical context mining. Potentially,
we can still improve the performance by incorporating compet-
itive local descriptors such as iDT.

For our proposed NDVD, we examine seven recent compet-
itive methods and compare them with our method, including
previously mentioned iDT+FV [18], two-stream CNNs [10],
C3D [13], Two-Stream I3D [89], Hidden Two-Stream [87], P3D
ResNet [47] and ShuttleNet [91]. The results are listed in Ta-
ble VI. In general, we can draw conclusions similar to those for
the previous three human action datasets. The best version of
our architecture outperforms all the other methods. Specifically,
compared with four very recent methods, which were proposed
in 2017, the multi-scale DANN-18 with spatial stream can yield
an at least 7.2% improvement, achieving an accuracy of 52.4%.
We notice that the performance of the trajectory-based method is
rather low, while deep-learning solutions generally achieve bet-
ter results. This result suggests that handcrafted features may
not be suitable for natural disaster videos. Note that the over-

TABLE VI
COMPARISON WITH OTHER METHODS ON NDVD

Fig. 9. Confusion matrix for DANN-6 on HMDB51 dataset.

all performance is much lower than that on the human action
datasets, which indicates the difficulties in recognizing natural
events. Our NDVD offers the video analysis community a new
challenging natural video dataset that extends beyond human
actions.

Confusion matrix analysis. In this section, we provide a
more fine-grained analysis of our method using a per-class con-
fusion matrix on the HMDB51 dataset. We use the DANN-6
to compare with the Deeper-VCL-6, which is equivalent to the
standard C3D. The two architectures have approximately the
parameters, but the latter removes the recurrent connections in
the AL and uses a deeper VCL with the same weights (the
number of additional layers is the same as the number of in-
stances of unfolding times in each AL), as discussed in Figure 3,
Section IV-D, and Table III(d). Figures 9 and 10 show that in
most cases, the DANN-6 outperforms the Deeper-VCL-6. For
example, we can see clear advantages on “climb stairs” and
“kick ball” classes. Table III(c), IV, V and VI quantitatively
demonstrate the advantages of our AL and DANN structure.

F. Model Visualization

To gain insight what DANN learns, we first visualize the
first-layer spatiotemporal convolutional filters in the vector-field
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Fig. 10. Confusion matrix for Deeper-VCL-6 on HMDB51 dataset.

Fig. 11. Spatiotemporal filters from the first layer of the DANN learned using
a 2-channel and TVL1 optical flow on UCF101. 16 out of 64 filters are presented.
Each cell in the grid represents two 3 × 3 × 3 filters for 2-channel flow input
(one for x and one for y). x and y intensities are converted into vectors in 2D.
The third dimension (time) is indicated by putting vectors one after another in
different colors for better visualization.

form. Filters learned on 2-channel optical flow vectors have
dimensions of 2 × 3 × 3 × 3 corresponding to the channels,
width, height and time, respectively. For each filter, we take the
two channels in each 3 × 3 × 3 volume and visualize them as
vectors using x- and y-components. Figure 11 shows 16 example
filters out of 64 from a network learned on UCF101 with TVL1
optical flow input [86]. Since our filters are spatiotemporal,
they have a third dimension in time. Following the visualization
method in [14], we describe these filters as vectors concatenated
one after another with regard to the time step. We denote each
time step using different colors and see that the filters learned
by the DANN are able to represent complex motions in local
neighborhoods, which enables the incorporation of even more
complex patterns in later stages of the network.

For the filters in the middle layer, we use the visualization
method similar to that in [14]. We illustrate example frames
from top-scoring videos for a set of selected filters in the fifth
layers of the DANN and C3D (the same style of Deeper-VCL
that has the approximate parameters with DANN), as shown in
Figure 12. Clearly, for filters maximizing the homogeneity of re-
turned class labels, the top activations for filters of the DANN re-
sult in videos with similar action classes. The grouping of videos
by classes is less prominent for activations of the C3D network.
This result indicates that the DANN has higher levels of abstrac-
tion at the corresponding convolution layers when compared to
the popular C3D networks. We also use another popular acti-

Fig. 12. Frames corresponding to videos with top activations at the fifth ALs
of the DANN-6 (left) and C3D (right). Circles indicate the spatial location of
the maximum response. The visualized frames correspond to the maximum
response in time. DANN-6 has 4 classes out of 12 videos, while C3D has
9 classes out of 12 videos.

Fig. 13. The Grad-CAM visualizations of DANN-6 for frames sampled from
the UCF101 test set.

vation based visualization method, i.e. gradient-weighted class
activation mapping (Grad-CAM) [92], which uses the gradients
of any semantic class, flowing into the last convolutional layer,
to produce a coarse localization map highlighting the important
regions in the image for predicting the class. Figure 13 shows
that the activations of our DANN can efficiently focus on the
meaningful parts in the frame.

In addition to filter analysis, we seek to attain further insight
into the learned DANN models. In this sense, we adopt the
DeepDraw toolbox as used in [15]. This tool conducts iterative
gradient ascent on input images with only white noises. Thus,
the output after a number of iterations can be considered as a
class visualization based solely on class knowledge inside the
model. The original version of the tool addresses only RGB
data. To conduct visualization for optical-flow-based models,
we adapt the tool to work with our DANN. As a result, we
visualize interesting class information in the video classifica-
tion models. We randomly select four classes from four dataset
for visualization. The results are shown in Figure 14. For both
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Fig. 14. Model visualization for video classification using DeepDraw [15] on four datasets. We compare three settings: (1) DANN-6 t = 0 which is equivalent
to the standard C3D (2) DANN-6 t = 1; (3) DANN-6 t = 6. For spatial ConvNets, we plot three generated visualization as color images. For temporal ConvNets,
we plot the flow maps of x (left) and y (right) directions in gray-scales. Note all these images are generated from purely random pixels.

RGB and optical flow, we visualize the DANN model learned
under the following three settings: (1) DANN-6 t = 0 which is
equivalent to the standard C3D; (2) DANN-6 t = 1; (3) DANN-
6 t = 6. In this figure, we can see that DANN-6 t = 6 can
capture more semantic information than the other two settings,
which indicates the effectiveness of the recurrent connections
in the AL.

V. CONCLUSION

We present a novel deep alternative neural network for video
classification, which enjoys the strength of both CNN and RNN
by incorporating context evolutions into the forward propaga-
tion. We show how to go deeper with skip connection and con-
struct a multi-scale version that facilitates the collection of rich
context hierarchies. To evaluate our method beyond the realm
of human-centric videos, we develop a new large-scale natu-
ral disaster video dataset and make it publicly available. The
experiments on four challenging benchmarks demonstrate the
advantages of our model on data related to both human actions
and natural extreme events.
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